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long long greedy ls(int m, const vector<Job>& jobs) {
vector<long long> machines(m, 0);
for (const auto& job : jobs) {
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int min_idx = 0; // Find machine with min load
for (int i = 1; 1 < m; ++i) {

if (machines[i] < machines[min_idx]) min_idx = i;
}

machines[min_idx] += job.duration;

}

return *max_element(machines.begin(), machines.end());

}
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