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2 #RE SDN ZIRHIEIS L IE OpenFlow HMGER

AR TE main_user_openflow.c XAFHSEEL T OpenFlow WM FIZ AR, RS iEIS 21
PRIEAL A [RI2ERIH OpenFlow 1H 2., E145 Hello {5 E., Features Request {48, Flow Stats Request
HEF, /I\l%likgﬁaﬁ‘?ﬁ%%ﬂi}ﬁ*ﬁ@%@’E‘Zﬁ%\, FHd send_openflow_message PREL
RIEGTERIER. DL T RIZE— 704 & BB SEIR A

2.1 AR ISP S BY BN

AR SIN T OpenFlow WML A YRR 72 11 EAL BRI RE, SLR AR IR EE 1 MAH LRI
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2.1.1 TIMAYHHY

« OFPT_FEATURES_REQUEST: Al TR B A L H o)A AR E L P E RN FHRE L.
it 2 a4 4k 225 ) handle_opfmsg_features_request o

« OFPT_GET_CONFIG_REQUEST: A T %4 K A4 BC £ 13 &, 4= Miss Send Length % o xt
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handle_opfmsg_features_request

handle_ofpmsg_desc

handle_ofpmsg_flow_stats

2 G handle_ofpmsg_aggregate

handle_ofpmsg_table

handle_ofpmsg_port_desc

handle_opfmsg_role_request

handle_ofpmsg_get_config_request

B 4E
Bt handle_ofpmsg_packet_out
A handle_ofpmsg_port_stats

handle_ofpmsg_group_features

2.2 HEXRIREM

£ main_user_openflow.c 1, &YX T —EXHNEIRGAHN /L E, H T Open-
Flow VMY ITE B, T EEIESEH IS ofp_header . ofp_switch_features . ofp_flow_stats
1 ofp_port_stats %, IXEEEHELEF H TALEE OpenFlow PR IR ETHERA, Nz Hetlfs
PEIER, MRGITHEK, WORIT1E RS,

ofp_header Z5FJ{AHT3R7R OpenFlow {HEk, BLETBURA, HEF, HERKEMNE
%5 ID F¥E,  ofp_switch_features Z5MIAM THRRHINIVREERE, WWEHERHIL ID, &
MXEE, MRBESE, ofp_flow_stats SiMAH TRRARSGIER, WHRRITKE, L5
. BAREITEEE, ofp_port_stats MK THRmum O SIHME R, W HS., BRI
RILBIR I,

2.3 JHESLgE

£ OpenFlow MY, B MNHEEE —MNHESL, FATFRIREERRA, K8 KEMSHE
% 1D, RAEGHSEEL T build_opfmsg_header FKEY, FHTHIE OpenFlow {HE 3k, ZEKEFRERIH
BKE, HEREES IDEASE, HEFTHEESLNS DN FE, @it IZRE, °T AW
FRIE E BE B (R AT AN AL FE,

2.4 JHE IR

AL T 2 OpenFlow THEAEREL, B PRECN N —F OpenFlow {HE R, DA
TR R 737,
2.4.1 %2 Hello JHE

handle_opfmsg_hello PRIECH TR PRI HIRN & XM Hello {H/E. Hello {H/E /& OpenFlow 1/}
WHRERIER, F T 2 i il 2 B NRAE B BREE ek iH Bk
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version FE, HIWHBURAZ SN 1.3, GIFRARAITAS, WIHTENRZULEIR) Hello THE; A0,
AR —MERHEFF RSB Z s, HEORIE HanoLE FoRiH R BT,

static enum ofperr handle_opfmsg_hello(struct ofp_buffer xofpbuf) {

if (ofpbuf—header.version = 0x04) {
printf("RECV HELLO!\n\n\n");
} else {

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf(OFPT_ERROR, ofpbuf—header.xid, sizeof(struct
ofp_header));

send_openflow_message (ofpbuf_reply, sizeof(struct ofp_header));

}
return HANDLE;

2.4.2 SbI2 Features Request ;H 2

handle_opfmsg_features_request PRIENFH T ALFEEHI 28 & 1£ Y Features Request M8, %
HEHTEEZENIREGEE, WSCRREBREE. ZPXKNE, KR —1 Features
Reply iHE, HEARMINFFEGR, WEIERKZ ID. ZPXEE, MRHES, @il
send_openflow_message l%liﬁd%@gﬁﬁﬁ%gﬁﬁﬂ?”%g, FHIR[A] HANDLE F2/RiH B BB,

static enum ofperr handle_opfmsg_features_request(struct ofp_buffer *ofpbuf)

{

int feature_reply_len = sizeof(struct ofp_switch_features) +
sizeof(struct ofp_header);

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_opfmsg_reply_ofpbuf (OFPT_FEATURES_REPLY, ofpbuf—header.xid,
feature_reply_len);

struct ofp_switch_features *feature_reply_msg = (struct
ofp_switch_features *)ofpbuf_reply—data;

feature_reply_msg—datapath_id = 0x0100000000000000;
feature_reply_msg—n_buffers = htonl(46);
feature_reply_msg—n_tables = 3;
feature_reply_msg—capabilities = 0x7;

send_openflow_message (ofpbuf_reply, feature_reply_len);
return HANDLE;

2.4.3 S8 Get Config Request ;HE

handle_ofpmsg_get_config_request PRIEHH T AL PRIzl #8 & X 1Y Get Config Request {H
Bo ZE R TEWZHIIMIECEE R, 40 Miss Send Length 5, BRI L —1 Get Config Reply
ﬁ%Ei,??ﬁi?ffiﬁﬁtﬂﬁ@@ﬂ%iﬁ%ﬁioﬂ%ii send_openflow_message Eﬁi&*%[]Eiﬁ%%iiit%%%%%%ﬂ%%,
FFIR[E] HANDLE i 2 ELAbHE,



(M2t TA2) EiRE

static enum ofperr handle_ofpmsg_get_config_request(struct ofp_buffer
xofpbuf) {

int reply_len = sizeof(struct ofp_switch_config) + sizeof(struct
ofp_header);

struct ofp_buffer *ofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_GET_CONFIG_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_switch_config *switch_config_reply = (struct
ofp_switch_config *)ofpbuf_reply—data;

switch_config_reply—flags = htons(0x0000);
switch_config_reply—miss_send_len = htons(32);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.4 3038 Description Request ;H 2

handle_ofpmsg_desc PR T-AbHE# I #S &2 75 HY Description Request 148 %IHEH T2
WARHHIRIAMEE, WHNER., MRS, PREE R — T Multipart Reply {52, IFHEFTR
AL FRIA(E B, 18I send_openflow_message BERIECK R E IH B & IE 4188, FEIR[E] HANDLE
FoRHE BT,
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static enum ofperr handle_ofpmsg_desc(struct ofp_buffer *ofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_desc_stats);

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

static const char *default_mfr_desc = "Wanglixuan";

static const char *default_hw_desc = "Lixuan_0OpenBox";

static const char *default_sw_desc = "Lixuan_Driver";

static const char *default_serial_desc = "Lixuan OpenBox Series";
static const char *default_dp_desc = "None";

ofpmp_reply—type = htons(0FPMP_DESC);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);
snprintf(ofpmp_reply—ofpmp_desc[0].mfr_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].mfr_desc, "%s", default_mfr_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].hw_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].hw_desc, "%s", default_hw_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].sw_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].sw_desc, "%s", default_sw_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].serial_num, sizeof ofpmp_reply-
>ofpmp_desc[0].serial_num, "%s", default_serial_desc);
snprintf(ofpmp_reply—ofpmp_desc[0].dp_desc, sizeof ofpmp_reply-
>ofpmp_desc[0].dp_desc, "%s", default_dp_desc);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.5 S8 Flow Stats Request ;HE

handle_ofpmsg_flow_stats PRIECH TR ERIZ i3S & %1 Flow Stats Request M8, ZIHE
HFERZYFIRRAR IS B BREE R — Multipart Reply {H &, HIXEHEIALA Flow
Stats, JEIL send_openflow_message Eﬁiﬁ%?[]Eiﬁ%%iﬁiﬁﬁ%%%?%ﬂ%ﬁ, F£iX[A] HANDLE FRTHEE
SOSZEN

static enum ofperr handle_ofpmsg_flow_stats(struct ofp_buffer xofpbuf) {
int reply_len = sizeof(struct ofp_header) + sizeof(struct
ofp_multipart);
struct ofp_buffer xreply_buffer = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);
struct ofp_multipart *multipart_reply = (struct ofp_multipart
*)reply_buffer—data;

multipart_reply—type = htons(OFPMP_FLOW) ;
multipart_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

send_openflow_message(reply_buffer, reply_len);
return HANDLE;
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2.4.6 SIB Aggregate Stats Request jH S

handle_ofpmsg_aggregate PRI T4 PRI 28 A& 0K 1Y Aggregate Stats Request THE. %IH
BT ERRZBIIARESIHE R BEAR—" Multipart Reply iH &, HEARSHRIHEE,
Qﬂi&#@ﬁgifiﬁ\ %Zﬁ%ifékggo ﬂﬁii send_openflow_message Bﬁiﬁ*@[]Eiﬁ%%iﬁiff?@f?ﬁﬂ%%y ;?
IR [E] HANDLE FRRH S CALHE,

static enum ofperr handle_ofpmsg_aggregate(struct ofp_buffer xofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_aggregate_stats_reply);

struct ofp_buffer *xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf(OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

ofpmp_reply—type = htons(OFPMP_AGGREGATE);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

ofpmp_reply—ofpmp_aggregate_reply[0].packet_count = htonll1(46);
ofpmp_reply—ofpmp_aggregate_reply[0].byte_count = htonl1(2025);
ofpmp_reply—ofpmp_aggregate_reply[0].flow_count = htonl11(200);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.7 12 Table Stats Request ;HE

handle_ofpmsg_table FRIEH TACEEIEHI# & 1£ Y Table Stats Request {H /S ZIHEH T&
AN IR R GTHE B BREE K — Multipart Reply M8, HEFE MRS IHE L, WPCHT
. BEEIHEEE, wid send_openflow_message @ﬁi&*%[]Eiﬂ%ﬁiﬁiﬁﬁ%%ﬁ?%ﬂ%%, FIR [A] HANDLE
FRHE T,
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static enum ofperr handle_ofpmsg_table(struct ofp_buffer *ofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_table_stats) * 1;

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

ofpmp_reply—type = htons(OFPMP_TABLE);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

ofpmp_reply—table_stats[0].matched_count = htonl1(2025);
ofpmp_reply—table_stats[0].table_id = 0;
ofpmp_reply—table_stats[0].lookup_count
ofpmp_reply—table_stats[0].active_count

htonl1(46);
htonl1(1);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.8 SI2 Port Stats Request ;H S

handle_ofpmsg_port_stats Eﬁi&ﬂqq:&tﬁﬂﬁﬁﬁﬂggziifﬂqI%ntStaml{equest?ﬁﬁio ZIHEH
TEEZAA GO E R, EREAERK — Multipart Reply {48, HIEFTWOSIHER, W
o], IR BN, BT send_openflow_message BREUK I E M E R IXLIEHIgs,
IR [E] HANDLE FRRTH S CALHE,

static enum ofperr handle_ofpmsg_port_stats(struct ofp_buffer *ofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_port_stats) * nmps.cnt;

struct ofp_buffer *xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf(OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart xofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

ofpmp_reply—type = htons(OFPMP_PORT_STATS);
ofpmp_reply—flags = htonlT(OFPMP_REPLY_MORE_NO);

for (int i = 0; 1 < nmps.cnt; i+) {
ofpmp_reply—ofpmp_port_stats[i] = nmps.ports[i].stats;
ofpmp_reply—ofpmp_port_stats[i].duration_sec = htonl1(2025);
ofpmp_reply—ofpmp_port_stats[i].duration_nsec = htonl(51);
+

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.9 12 Group Features Request ;H 2

handle_ofpmsg_group_features @ﬁiﬁﬂqq:&tﬁﬂﬁ§%ugﬁﬁiifﬂq(ENNH)Feauuesl{equestﬁﬁﬁio
ZH B TERRZENINAREER, KEERK— Multipart Reply 68, FIFHEFAHRE:

11
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MERE, R KAR, @i send_openflow_message FRECK [EIE Y BUR A HIge, FHiRME
HANDLE /"M E EALHE,

static enum ofperr handle_ofpmsg_group_features(struct ofp_buffer xofpbuf) {
int reply_len = sizeof(struct ofp_header) + sizeof(struct
ofp_group_features) + 8;
struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);
struct ofp_group_features *group = (struct ofp_group_features
*)ofpbuf_reply—data;

group—types = htons(0OFPMP_GROUP_FEATURES);
group—max_groups[0] = htonl(Bxdeadbeef);

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.10 22 Port Description Request ;HE

handle_ofpmsg_port_desc K& FAbFEHI#R & JE M Port Description Request {H /2o 1%1H
BT & BB D HEIRME R B R— 1 Multipart Reply 188, FHE 7 I H#IRE R,
Nt RS, 1@ send_openflow_message FRIECK RIS I B & IE L1l 28, FEIR[O] HANDLE %
RHE B,

static enum ofperr handle_ofpmsg_port_desc(struct ofp_buffer xofpbuf) {

int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_multipart)
+ sizeof(struct ofp_port) * nmps.cnt;

struct ofp_buffer xofpbuf_reply = (struct ofp_buffer
*)build_reply_ofpbuf (OFPT_MULTIPART_REPLY, ofpbuf—header.xid, reply_len);

struct ofp_multipart *ofpmp_reply = (struct ofp_multipart
*)ofpbuf_reply—data;

ofpmp_reply—type = htons(OFPMP_PORT_DESC);
ofpmp_reply—flags = htonl(OFPMP_REPLY_MORE_NO);

for (int i = 0; i < nmps.cnt; i++) {
ofpmp_reply—ofpmp_port_desc[i] = nmps.ports[i].state;
}

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.4.11 bR Packet Out ;HE

handle_ofpmsg_packet_out PRIECH TRbERIE A & X1 Packet Out {H 2. ZIHEH THER
RN AR IR E b AR IE &, RERATIE SR IBhEYIZR, HIWshERIZ2 RN
OFPAT_OUTPUT , FHHRFEENEFE RN S8 FH nms_exec_action PRECKEHR &% 2, %L
JR[A] HANDLE FR7iH B EAL T,

12
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static enum ofperr handle_ofpmsg_packet_out(struct ofp_buffer xofpbuf) {

struct ofp_packet_out *out = (struct ofp_packet_out *)ofpbuf;

struct ofp_action_output *action = (struct ofp_action_output *)&out-
>actions[0];

int action_len = ntohs(out—actions_len);

struct eth_header xeth = (struct eth_header *)&ofpbuf-
>data[sizeof(struct ofp_packet_out) - sizeof(struct ofp_header) +
action_len];

int send_len = ntohs(ofpbuf—header.length) - sizeof(struct
ofp_packet_out) - action_len;

if (action_len = 0) A{
nms_exec_action(ntohl(out—in_port), OFPP_FLOOD, eth, send_len, -1);
} else {
while (action_len > 0) {
if (action—type = OFPAT_OUTPUT) {
nms_exec_action(ntohl(out—in_port), ntohl(action—port),
eth, send_len, -1);
}
action_len -= sizeof(struct ofp_action_output);
action++;

}
return HANDLE;

2.4.12 22 Role Request ;H 2

handle_opfmsg_role_request PRIEH TR & IE M Role Request M. %IHEHT
BLEREAL A G (ANFEGHIE. MEHIZRE) . RECZER— Role Reply iHE, IFEFAMAE
BB E . 1B send_openflow_message BAECK A1 E 1M B &R IE LIRS, JFIR[E] HANDLE FR7RTH
EEAHE,

static enum ofperr handle_opfmsg_role_request(struct ofp_buffer *ofpbuf) {
int reply_len = sizeof(struct ofp_header) + sizeof(struct ofp_role);
struct ofp_buffer *xofpbuf_reply = (struct ofp_buffer

*)build_reply_ofpbuf(OFPT_ROLE_REPLY, ofpbuf—header.xid, reply_len);
memcpy (ofpbuf_reply—data, ofpbuf—data, sizeof(struct ofp_role));
ofpbuf_reply—header.type = OFPT_ROLE_REPLY;

send_openflow_message (ofpbuf_reply, reply_len);
return HANDLE;

2.5 SRIGLER

FEFE i a8 5 S LZ [RIEATINVEL, 0l S 2 B AR, #2814 A JE N [RIZR ALY OpenFlow
HEZ N, ZHARBOHEEHE, FHIREHNAEEHE, N, AIERH
BRIZHER, Ak, HERA, HERESE TR, FIXH75 2RI IE Y
WS B IERTE,

13
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SCELR T H A, JXE R IR MR LA
2.5.1 OFPT_ROLE_REPLY

OFPT_ROLE_REPLY KAYHE., HHEH TEEAMAINMAE (FEEhegs. W=
%), NN Figure 1 2238 &ZIXM Role Request {H/E.

N openflow_v4

No. Time Source Destination Protocol Lengt

141 32.467300 127.0.0.1 127.0.0.1 OpenFl.  74|Type: OFPT_ECHO_REPLY
143 33.022658 127.0.0.1 127.0.0.1 OpenFl.  90|Type: OFPT_ROLE_REQUEST
144 33.022938 127.0.0.1 127.0.0.1 OpenFl.  90|Type: OFPT ROLE_REPLY
146 33.025280 127.0.0.1 127.0.0.1 OpenFl.  90|Type: OFPT ROLE_REQUEST
147 33.025558 127.0.0.1 127.0.0.1 OpenFl.  90|Type: OFPT_ROLE_REPLY
149 35.022141 127.0.0.1 127.0.0.1 OpenFl.  96|Type: OFPT ROLE REO

.0.0 .0.0.1 : OFPT_ROLE_REQUEST
151 35.023443 127.0.0.1 127.0.0.1 OpenF 90/ Type - POPPIROTES
153 35.023662 127.0.0.1 127.0.0.1 OpenFl. 90 Type: OFPT ROLE_REPLY
155 35.854614 127.0.0.1 127.0.0.1 OpenFl.  90|Type: OFPT_ROLE_REQUEST
156 35.855395 127.0.0.1 127.0.0.1 OpenFl.  96|Type: OFPT ROLE_REQUEST
157 35.855881 127.0.0.1 127.0.0.1 OpenFl.  90|Type: OFPT ROLE_REPLY
159 35.856094 127.0.0.1 127.0.0.1 OpenFl.  90|Type: OFPT_ROLE_REPLY
161 35.861161 127.0.0.1 127.0.0.1 OpenFl. 122|Type: OFPT_FLOW_MOD —
162 35.862681 127.0.0.1 127.0.0.1 OpenFl.  82|Type: OFPT_GROUP_MOD
164 35.863911 127.0.0.1 127.0.0.1 OpenFl.  82|Type: OFPT_GROUP_MOD
165 35.864961 127.0.0.1 127.0.0.1 OpenFl.  82|Type: OFPT_GROUP_MOD

> Internet Protocol Version 4, Src: 127.0.0.1, Dst: 127.0.0.1 i
LGt@ @

> Transmission Control Protocol, Src Port: 6653, Dst Port: 37402, =
v~ OpenFlow 1.3 @e
Version: 1.3 (0x04) P
Type: OFPT_ROLE_REQUEST (24)

Length: 24

Transaction ID: 590

Role: OFPCR_ROLE_SLAVE  0x00000003)
Pad: LULUULUUY

Generation ID: 0x00000000000006000

Figure 1: OFPT_ROLE_REQUEST 74 &
1 Figure 2 Firs, M IFZBOF IR [EIY Role Reply TH /R
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N openflow_v4

No. Time Source Destination

Protocol Lengt

141 32.467300 127.0.0.1 127.0.0.1 OpenFL.. 74|Type: OFPT_ECHO_REPLY
143 33.022658 127.0.0.1 127.0.0.1 OpenFL.. 90| Type: OFPT_ROLE_REQUEST
144 33.022938 127.0.0.1 127.0.0.1 OpenFL.. 90|Type: OFPT_ROLE_REPLY
146 33.025280 127.0.0.1 127.0.0.1 OpenFl.. 90|Type: OFPT_ROLE_REQUEST
147 33.025558 127.0.0.1 127.0.0.1 OpenF 90|Type: OFPT_ROLE_REPLY
149 35.022141 127.0.0.1 127.0.0.1 OpenFl.. 90|Type: OFPT_ROLE_REQUEST
J 150 35.022964 127.0.0.1 127.0.0.1 OpenFL. 90| Type : [OMIERORESREGOES)
.023443 .0.0.1 .0.0.1 : OFPT_ROLE_REPLY
.023662 .0.0.1 .0.0.1 OpenFL.. 90| Type: =
155 35.854614 127.0.0.1 127.0.0.1 OpenFl.. 90|Type: OFPT_ROLE_REQUEST
156 35.855395 127.0.0.1 127.0.0.1 OpenFL. 90|Type: OFPT_ROLE_REQUEST
157 35.855881 127.0.0.1 127.0.0.1 OpenF 90| Type: OFPT_ROLE_REPLY
159 35.856094 127.0.0.1 127.0.0.1 OpenFl.. 90|Type: OFPT_ROLE_REPLY
161 35.861161 127.0.0.1 127.0.0.1 OpenFl.. 122|Type: OFPT_FLOW_MOD L
162 35.862681 127.0.0.1 127.0.0.1 OpenFL.. 82|Type: OFPT_GROUP_MOD
164 35.863911 127.0.0.1 127.0.0.1 OpenFl.. 82| Type: OFPT_GROUP_MOD
165 35.864961 127.0.0.1 127.0.0.1 OpenFl.. 82| Type: OFPT_GROUP_MOD

> Internet Protocol Version 4, Src: 127.0.0.1, Dst: 127.0.0.1

> Transmission Control Protocol, Src Port: 37402, Dst Port: 6653,

v-OpenFlow 1.3 V@
Version: 1.3 (0x04) P
Type: OFPT_ROLE_REPLY (25)
Length: 24
Transaction TDh: 5OA

L-<@-@

Role:  OFPCR_ROLE_SLAVE (0x00000003)

Generation ID: 0x0000000000000000

Figure 2: OFPT_ROLE_REPLY ¥ &
XA e B B2 IR R T 2 38 & 1% Role Request {H)E, FIR[EI T Role Reply {H /R

2.5.2 OFPT_MULTIPART_REPLY

OFPMP_DESC MUIH R, IIHEH TEWZHN MR ER, CISHNER. BEERA,
fRRRAS, A S IR (1R 5

N openflow_v4

Source Destination Protocol Lengt

0.001454 NOREN .0.0.1 OpenFl.. : OFPT_HELLO

8 0.019830 127.0.0.1 127.0.0L1 OpenFl.. 74|Type: OFPT_FEATURES_REQUEST

10 0.020242 127.0.0.1 127.0.0.1 OpenFl.. 98|Type: OFPT_FEATURES_REPLY

12 0.064691 127, 0L0L 1 1275 00N OpenFl.. 82|Type: OFPT_MULTIPART_REQUEST, OFPMP_PORT_DESC

13 0.064969 127.0.0.1 127.0.0.1 OpenFl.. 402|Type: OFPT_MULTIPART_REPLY, OFPMP_PORT_DESC

15 0.068975 127.0.0.1 127.0L0L1 OpenFl.. 94|Type: OFPT_GET_CONFIG_REQUEST

16 0.069149 127.0.0.1 127.0.0.1 OpenFl.. 74|Type: OFPT_BARRIER_REPLY

18 0.113923 127 0L oL 127 ORON OpenFl.. 78|Type: OFPT_GET_CONFIG_REPLY

20 0.116484 127.0.0.1 127.0.0.1 OpenFl.. 82|Type: OFPT_MULTIPART_REQUEST, OFPMP_DESC
0.116767 [¢] (] al : OFPT_MULTIPART_REPLY, OFPMP_DESC
0.125543 0.0.1 .0.0.1

23 0.125851 1275 0L0L! 1275 0RON! OpenFl.. 94|Type: OFPT_ERROR

24 0.128167 127.0.0.1 127.0.0.1 OpenFl.. 90 |Type: OFPT_ROLE_REQUEST

25 0.128412 127, 0.0, 127.0L0L1 OpenFl.. 90 |Type: OFPT_ROLE_REPLY

26 0.131819 127.0.0.1 127.0.0.1 OpenFl.. 122|Type: OFPT_FLOW_MOD

27 0.132692 127 0L 0L 127 00N OpenFl.. 82|Type: OFPT_GROUP_MOD

28 0.133480 127.0.0.1 127.0.0.1 OpenFl.. 82|Type: OFPT_GROUP_MOD

> Flags: 0x0000
Pad: 00000000

Manufacturer c:sc.: Wanglixuan 0030
0040

d--@e

Hardware desc.: Lixuan_OpenBox
Software desc.: Lixuan_Driver
Serial no.: Lixuan OpenBox Series

wangli

Datapath desc.: None

Figure 3: OFPMP_DESC /¥ &:
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AT AEFEHREEEE THIER . BERAR, SRR, FHISBEREHAEEE (t
WER T B 2 E BRI TARES X 5),

OFPMP TABLE RANEE, HEH TERZHNINRRSA I EE, BT, &K
g,

N openflow_v4

No. Time Source Destination Protocol Lengt
.251793 .0.1 .0.1 OpenF L. : OFPT_MULTIPART_REPLY, OFPMP_GROUP_FEATURES
108 16.255617 127.0.0.1 127.0.0.1 OpenFl.. 82|Type: OFPT_MULTIPART_REQUEST, OFPMP_DESC
109 16.255900 127.0.0.1 127.0.0.1 OpenFl.. 1138|Type: OFPT_MULTIPART_REPLY, OFPMP_DESC
1160 16.301001 127.0.0.1 127.0.0.1 OpenFl.. 90 |Type: OFPT_MULTIPART_REQUEST, OFPMP_PORT_STATS
111 16.301736 127.0.0.1 127.0.0.1 OpenFl.. 642|Type: OFPT_MULTIPART_REPLY, OFPMP_PORT_STATS
112 16.311260 127.0.0.1 127.0.0.1 OpenFl.. 122|Type: OFPT_MULTIPART_REQUEST, OFPMP_AGGREGATE
113 16.311552 127.0.0.1 127.0.0.1 OpenFl..  106|Type: OFPT_MULTIPART_REPLY, OFPMP_AGGREGATE
114 16.315617 127.0.0.1 127.0.0.1 OpenFl.. 122|Type: OFPT_MULTIPART_REQUEST, OFPMP_FLOW
115 16.315936 27 NOROREL A172776()6 (), OpenFl.. 82|Type: OFPT_MULTIPART_REPLY, OFPMP_FLOW
116 16.322070 127.0.0.1 127.0.0.1 OpenFl.. 82|Type: OFPT_MULTIPART_REQUEST, OFPMP_TABLE
©.0. HOMORE
119 18.324755 127.0.0.1 127.0.0.1 OpenF L. 74|Type: OFPT_ECHO_REQUEST
120 18.324946 127.0.0.1 127.0.0.1 OpenFl.. 74|Type: OFPT_ECHO_REPLY
122 20.326846 127.0.0.1 127.0.0.1 OpenFl.. 74|Type: OFPT_ECHO_REQUEST
123 20.327006 127.0.0.1 127.0.0.1 OpenFl.. 74|Type: OFPT_ECHO_REPLY
125 22.328898 127.0.0.1 127.0.0.1 OpenFl.. 74|Type: OFPT_ECHO_REQUEST
126 22.329057 127.0.0.1 127.0.0.1 OpenFl.. 74|Type: OFPT_ECHO_REPLY
Y oo o o o o G Ve

Pad: 00000000 0000
v Table stats
Table ID: ©
000000

Lookup count: 46
Match count: 2025

Figure 4: OFPMP_TABLE 74 &
ATABERIE PR RS TR L. BRI EEERE (MBS0 T H CERE).
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3 SERRLS

AR IE IS RS SDN A JRAD AL OpenFlow THSHE, IR AFEME T OpenFlow HMYX
HEEA T EAS A B AR, SRR e T MR EE W R R A, Im ORI E 2R
THERBIA, RRDISEEE T R &R OpenFlow VMY UL IR, EIESEEE, FKITMNERET
OpenFlow WM HEEA TAEFH, MRGE T WHrnaE i (RS SEE U S B AT 5 e R,

FELRE A, FATE LR T Openbox-S4 FFEARDIEE, HIELTHE RESEH T X
OpenFlow WMIHERIAE, SCERARSH, FRATTEEL T 6245 Hello JH/E.. Features Request {H/E.
Flow Stats Request {H 227 N Y Z AP TH AL FR BRI EL B BRECERIRYE TH B2 A ok B ) B 5
HE, i send_openflow_message BREUA IR AR, WIS IMEL AT, FATIRIUE TIHER
REE, WRVMNGRE WIERTE,

86 H I E RUE TR IERRAEBEAS[RIZEAYR OpenFlow THR, FRAPRTH ERIAS AN AFT
BPPAIE, EI AR OpenFlow WHXMTEMZSH ISR, TATEP MR 17X LR, FFAL

SR T WX EIROIRE, Ak, SCERIE R EATIRE REST APHR LIHIEEH], 1X N SERHI M
ERINREY FRBEE T kA,

LIRS ERI, BA1% 5 RIS RETS IE AL PRI 88 & JX ) OpenFlow MR, FFIR [EIFHL
AR H R, EEIME o, FARIE THERNREER, RIS FIIERTE. SCRRAIK
AR T BATA OpenFlow WM AR, HERTH 7 BATHIGAERE S I8 HR AT RE ST

EHRYL, ARSEIRIRE] T IR EFR, IS T OpenFlow HHX AU LIIEE, IEIESL
%, FATALESRE T OpenFlow WM AEA TAEFEE, IERGE T anmnaid s SEEL s B Ky
fEpr SR, AR, FBATRT DATE ML ERAl b E—20 9 JRIIRE, GnseIRiR M HISh TR mIER,
PABE Gt =245 SDN 28 4 R I MR AT 4
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